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1. INTRODUCTION

Techniques a.re described in this re.port for the prediction of mod’es
of failu:e when mieroci'rcuits are operated under‘adversle environmental
conditions. These failure modes are determined by coi’nputer, using systematic
rriodeling and diagnostic techniques which relate microci‘rcuit structure and
material properties to the radiation and thermal effects producing them. Design
procedures for desensitizing microcircuﬂits.to adverse environmental conditions
are developed, based upon the analyticktechniques fer failure mode
prediction.

'fhermal and radietion effects in semiconductor materials and deirices
are well documented, 1-4 Modeling procedures have been proposed for repre-
senting thermal, ionizing,and permanent radiation eff‘ects in semiconductor
devices. 5,6 These techniques utilize the Ebers and Moll, 7 charge -control,8 or
Linvill lumped-paiameterg models to determine the effects of environmental
conditiens on the operation of these devices. The complexity of microcircuit
‘technology suggests the use of a systematic modeling procedure based directdly
on physical processes and geometries. 10 Modifications of the Linvill lumped-
parameter modeling elements have been used in the research described in
this report to describe microcircuit behavior under adverse environmental
conditions., By using these elements, excellent contact is maintained with
physical processes and the effects of radiation and thermal energies upon the
microcircuit may be analyzed accurately,

A large number of electronic circuit analysis and design computer



11
programs are available  and others are currently under development.
One of these programs, called NASAP (Network And Systems énalfsiS‘ Er‘ogram),13
, : v 14 - ; S - a
is based upon flowgraph techniques. This program has been employed in the

3

analysis of microcircuits and in the evaluation of radiation effects in
semiconductor devices.  The program has symbolic gain and sensitivity
analyses capabilities =~ which enable a determination of the significant micro-
circuit structure and material properties which fail, These program features
were used as a basis for the microcircuit and diagnostic design techniques
described in this report.

One of the major problem areas encountered in the failure mode
prediction studies described in this report was that of nonlinear effects occurring
because of large environmental disturbances. This required the development
of a nonlinear capability for the NASAP program, previously restricted to v

: L . . . , . 19
linear analysis. Algorithms for the nonlinear version of NASAP are described

with their application to the analysis of networks with nonlinear Linvill lumped-

parameter elements.



2. MODELING ENVIRONMENTAL EFFECTS IN MICROCIRCUITS
USING LINVILL LUMPED-PARAMETER ELEMENTS

In the Linvill lumped-~parameter approach to modeling semiconductor
devices, excelleﬁt ;ontact is maintained with physical processes. Radiation
a;né thermal effects are traceable directly to the material properties. The
Linvill model, therefore, provides an exact rﬁeans of obtaining a physical
piéture of device behavior und.er adverse environmental conditions. The effects
of radiation and thermal energies on eacﬁ of the parameters which are used to
describe device behavipr’ with the Linvill model will be examined. The Linvill
model for a particular microcircuit device will then be developed from its

structure and material properties.

2.1 Relat_ionship Between Linvill Model Elements and Env;rpnmental Effects

The essence of the Linvill lumped-parameter approach to modeling
semiconductor devices is the removal of space variables from the partial
differential equations describing current continuity, and lumping regions of the
material by the method of finite differences. ? A number of points are selected
within the semiconductor material;their selection depends on the rapidity of change
in the prlop,erti‘es of the material in the region under consideration. Then, the
continuity equations at each ofvthe points are approximated by *»7vr:'u:ing~ the spatial
derivatives iq terms of differences between densities at adjacent points. Time
derivatives are maintained in differential form. As an example of the procedure,
consider the cube of semiconductor material shown in Fig. 1. The continuities of

electron and hole charge densities in this region is given by the equations
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n - 1
Dt v J-n - ‘rn (qn—qno) * g (1)
BV S S
3t Jp - T (qp-qpo) + g5 (2)

where

9, qp are the electron and hole carrier charge densities (cou1/cm3)

q . qpo are the electron and hole equ‘ilirbrium charge densities (coul/cm-3)
En’ Fp are the electron and hole current densities (ampere/cmz)

Ty Tp are the effective lifetimes of electrons and holes (seconds)

g » g_are the rates at which electron and hole charges are generated
(coul/cm” - sec)

Equations (1) and (2) describe how the electron and hole carrier charge
densities, q, and qp,change with time due to:
1. Storage of charge in the lump.
2. Recombination of charge.
3. Generation of charge.
Each of these effects is represented by a network-like element in the Linvill
model. First, consider the total charge stored in the lump,

Q +Q =@ q,dv + ¢ q dv =5 n+ Spp (3)
volume volume

where Qn and Q.p are the total electron and hole carrier charges stored in the
lump a.nd. Sn’ Sp are the Linvill elements called electron and hole '"'storances'
given by S = g Av. Note that the storance is defined in terms of q, the charge
of an electron (1.6 x 10"19 coul),and Av, the incremental lump volume, and

is therefore a function of geometry only. The electron and hole carrier



densities, n and p, have been factored out of Qn and Qp as the charge density
variables. This allows the circuit analyst to proceed directly from device
geometry when using the Linvill model. The current component due to

displacement of charge in the lump is given by

i =dQn+d?p~=s do, s 2B (4)
displ dt dt n dt p dt

Carrier charge recombination is represented by the second terms
on the right sides of Equations (1) and (2). Each of these terms may be thought
of as a current density generator proportional to the excess electron densities,
- d - " d i 1 ‘otivlth ffecti rrier life-
q, -4, 2" qp qpo and inversely proportional to the effective carrier life
times 7 and T_.
n p
The temperature dependence of effective carrier lifetimes T, and T
21
may be obtained from the Shockley-Read Theory. According to this theory,
the effective lifetime of carriers in a semiconductor material with both free
electron and hole carriers is given by
2

n,
1

q(p + n) (3)

T =
where
niZ 15 1032 T3 €—1. 21 /kT
o -
T = Temperature ( K)
-23 o
k = Boltzman's Constant (1,38 x 10 Joules/ K).
The temperature dependence of T, and Tp for a particular N or P type material

may be found by using the approximations n >> p or p >>n. The current

components resulting from recombination of charge in the lump are given by
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i = — (Q -Q )=H (n - no)
nr T, n no cn
. (6)
e T -,,,——(Qp = on) = HCp (p - po)
P
where HC =q AV/T is termed the '"combinance''. It is a function of both the

geometry and effective cafrier lifetime in the material. Note that one carrier
(either n or p) predominates in the material and recombination is ignored for
that carrier in thé model,

When considering radiation effects in semiconductors, the effective
carrier lifetime is a key property of the material, since 7 is related to the

radiation damage in semiconductor materials by the fundamental equation

1 ¢ ‘
T Tk (N
(0]

L

T

¢

where 1; ié the effective lifetime at some exposure, To is the initial lifetime, and

K is the damage constant dependent on material, doping, and energy spectrum

of the incident particle fluence, & . Note that the ratio

S T (8)

produces this relationship directly, and therefore will be an important parameter
in analyzing semiconductor devices and integrated circuits for radiation damage
effects when using the Linvill model.

Carriers may be generated by incident radiation at a rate g which is
dependent on the rate of energy absorption through the ionization of neutral

atoms to form free charge carriers according to the expression

=k
g g‘)’ (9)

where kg is the energy-dependent generation constant for a particular material

-7



and y is the exposure rate (R/sec). Linvill did not consider the
generation of carriers above an equilibrium value in his original model,
However, a current generator related to storance may be included in the model
to account for charge carrier generation,
ig = qlAvg = Skg'y | (10)

Note that, unlike the elements defined for charge storage and recombination,
the generation current generator is indegendent of the charge density variables.‘

In addition to the effects described above for a single lump of semi-
conductor material, current flows between lumps due to diffusion and drift of
charge. The equations which describe the flow of current between lumps

i and j of a semiconductor material separated by an average distance Axij are:

___i__._j_.. (11)

-9,
'J =qu E-D ——-—rI> (12)
p PP P Axij

where
) and Mp are the electron and hole mobilities (cmz/volt-sec)
E is the electric field (volts/sec)
Dn and Dp are the electron an@ hole diffusion constants (cmz/volt-sec)
Thermal energy effects the transport properties of semiconductor
materials through the electroﬁ and hole mobilities b and p.p and diffusion
constants Dn and Dp .1 ‘The magnitude of mobility depends on the nature and

density of scattering centers present and on the average thermal velocity



of the carriers. Scattering centers are caused primarily by thermal vibrations
of the lattice and impurity ions according to the relationship

S S (13)

€ |~
b =
=
=
=t

where

My = lattice mobility

by = impurity mobility
Theoretical expressions for the lattice mobility M have been derived,
but for actual calculations the following empirical values are usually employed

ys 1
for silicon

-2, - -1
=2.1x109xT 25c'c'nzv 1sec

=2.3x% 109 T-Z' 7 cm2 v-l sec_l

M
nL (14)

P’pL
T is temperature in degrees Kelvin,

. . . iqs 23, .. . s
Calculations of impurity mobility My indicate that this component of mobility
is inversely proportional to the density of impurity ions (ionized donor and
acceptor atoms) and increases with temperature T at a rate proportional to

3/2

T . The connection between diffusion constant D and total mobility p is

1
shown through statistical arguments to be the Einstein relationship
D = (kT/q) p . (15)

The diffusion current between lumps depends on the charge difference
AQij and may be written, for one-dimensional current flow, as

2 Q..

1

igiee= D =8 = Hy (o, - n)) (16)



where H, = q and is termed ''diffusance" (A is the average area of

AD
d Ax. .
: ij
the lump). A similar hole current flows between lumps when the hole carrier
charges are significantly different between lumps. However, for most semi-
conductor materials, one carrier predominates (majority carrier), and charge
 differences produce small gradients, and therefore the diffusion term may be
neglected for these carriers unless there is a very large difference in carrier
densities between lumps.

The drift component of current between lumps may be written in terms

of the '""driftance’’ Fd as

(ni + n.)
arige - PE= Fy 2 (17
(v, = v.)
where Fd = TAx qAp. The factor (vi - Vj) is the voltage difference
ij

between 1uﬁ1ps i and j. This voltage difference is generally quite small and
the drift component may be neglected, except in the following cases:
l. Voltage difference is fixed by the
diffusion profile (for example, a
drift transistor).
2. High current densities ( possibly produced
by large radiation fields) cause an ohmic
drop in the bulk material,
In the first case, the drift term is linear since the field producing the drift
component of current is constant. However, in the second case, the field
is dependent ui)on the current density, which in turn produces the drift current,
thus resulting in a nonlinear situation. A nonlinearity of this type may be

handled by using nonlinear network techniques. described in a later section

of this report.

-10-~



" The symbols used to describe the Linvill elements with radiation

and thermal effects and the equations describing each element are summarized
in Table I. A typical interconnection of the elements of two adjacent lumps

of semiconductor material is shown in Fig. 2.

2.2 Linvill Model of a Typical Microcircuit Device

The elements developed in the last section for modeling semiconductor
devices and microcircuits when under the influence of radiation and thermal
effects will be employed to model a typical structure. First, however, the
semiconductor junction must be described and modeled. PN junctions are
diffused into semiconductor material to form the devices and circuits. They
manifest themselves two ways; they impose boundary conditions upon the charge
densities at the edges of the bulk material and, second, the space charge within
the depletion region results in a '"depletion capacitance'' associated with the
junction. Assuming that there is no recombination within the depletion region and
that continuity of hole and electron currents is maintained across the depletion
region, the carrier densities just outside the depletion region of the junction

are given by ''the law of the junction'';

i}

P=Pp, exp. qV/kT for N-type material and

(18)

]

n=mn exp. qV/kT for P-type material
where V is the voltage applied across the depletion region and P, and np are
the boundary values of holes and electrons at the junction. The junction

capacitance is determined from the charge distribution in the depletion region.

The general expression for this capacitance is

-11~
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C,= —= o | o 19)
where Qd is the total charge in the junction depletion region and V is the
voltage across this region. The capacitance calculation is based upon the
impurity profile of the junction diffusion,

A typical transistor may be represented by the Linvill model of

Fig. 3 for low carrier densities and space-charge neutrality when the drift

component of current is neglected and Sn' %% = Sp %Et- . The modélvméy be
described by the following parameters: Sl’ Hcl’ Hd' HcZ’ SZ’ CBE,and CBC.

In order to demonstrate the relationship of these parameters to geometry in

an idealized example, an integrated circuit transistor configuration, 24 shown in
Fig. 4,will be used. The primary interaction to be considered of the integrated
circuit transistor with the rémaining part of the circuit is the collector-
substrate capacitance Ccs' In general, many other interactions exist.

The first step in the procedure of modeling the integrated circuit
transistor of Fig. 4 is to examine the emitter-base, base-collector and
collector-substrate depletion regions. This is accomplished with the aid of
the approximate doping profile given in Fig. 4 beside the geometrical con-
figuration. The actual profile for this structure consists of a combination of
complementary error functions and Gaussian distributions. 24 However, for
the purpose of simplifying the example given here, the approximate distribution
of Fig. 4 will be used.

Based on the simplified model, the step-junction capacitance is given

1/2
Ale Na qu) /

C = | (20)
172 72
(Vgg~Vy) | [20N+ NI

~-14-



FIG.3 TWO LUMP LINVILL MODEL OF DIFFUSION
TRANSISTOR
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where Vb is the barrier voltage, given by

-kT NaNd
V. =—= 1n
b q NZ
b

2
0

a Number of ionized acceptor atoms in emitter and collector

6

1 1 3
regions (10" " and 10 8 atoms/cm” respectively)

Z
I

d Number of ionized donor atoms in the base region (5x10l6

3
atoms/cm’)

25
and ¢ is the permittivity of the material (12(0 for silicon). The resulting

capacitances at zero bias are
CBE(OV) = 0. 71 pf
=1.4
CBC(OV) 8 pf

A negative bias of 5 volts will reduce CBC to 0.53 pf. Assuming that the

collector-substrate junction is reverse biased at -5 volts for isolation,

= 1,81 pf.
CCS 81 pf

The next step in determining the transistor model is to evaluate
the elemeqts in the two-lump model of the base region of Fig. 3. This is
accomplished by examining the base parallelepiped of Fig. 5a. The resulting
calculations proceed as follows:

1. Divide the base region in two lumps, each having a volume

4 -4
Av:AZ,K _ 0. 68x102 L U0™Y |y ea10710 e,

. _1 _1 ’ -
2. Sl = SZ = qAV = (1. 6x10 9) (4. 84x10 0) = 7, 75x10 29coul cm3.

-17-
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29

3, H. = S _ 1.75x10 amp cm3.
cl T T
ne ne
SZ 7. 75x10.29 coul cm3
4, H _ = = = ,
cz2 T T
nc nc
AD g (9.68x107% (35) (1. 6x107'?)
5. H,= —73— = 4
10
H, = 5. a2x107? Amp cm’

Note that Hc and HC2 are left in terms of their respective lifetimes,

1
Tne and Tnc' This allows us to use these parameters later with Eq. 6 to:
determine the effect of radiation damage on a device of this type opefating
in a linear or digital circuit,

Additional elements could be added to the basic model of Fig. 3
to account for the emitter body, Fig. 5b, base bordering the emitter, Fig. 5c,
and the collector body below the active region, Fig. 5d. A complex model,
including all of these effects and the collector-substrate capacitance is shown

in Fig, 6. The additional elements, calculated in an analogous manner to

the above, are:

s, = 3. loxlo'?‘8 coul cm3
3.10x10'28
H = ————————— amp cm
ce T
pe
=27 3
Sb = 1,86x10 21 coul cm
1.86x10"2%7
H T ———————— amp cm
cb T
)
Sc = 2. 66x10_23 coul crn3
2.66»;10'23
H = —=———————— amp cm
cc Tpc

«1G=
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The number of elements in the model used in the analysis of a. ;
particular circuit depend.s upon the accuracy desired in the computer solutién'.
The operation of a typical linear integrated circuit in a radiation environment
has been analyzed with the aid of the NASAP computer program. Tﬁé equivalent
circuit codiﬁg for NASAP is presented ytogeth,e'r with the results of the analysis

in Appendix B.

-21-



3. SENSITIVITY ORIENTED FAILURE MODE DIAGNOSTICS

Failure mode prediction may be achieved using‘ first derivative
information of microcircuit elemént variations when changes are considered
incremental. In the case of environmental cohditions, the microcircuit
model elements described in Section 2 are cor;tinudus functib’ns of radiation
and temperature. Therefore, a sensitivity approach, based on first ‘dér'i'vati\‘ré%
information of element variation, will be empl_oyed to detefmine modes of

microcircuit failure.

3.1 Failure Mode Prediction

The criterion used to determine when a microcircuit operating in
adverse environments has failed determines how the prediction analysis is

formulated. There are several methods of calculating a change in network
26

. . . o
having nominal values e If the

variable F for a change in elements e K

k

network function F is a function of the elements e, (for small changes,Ae

k k

in N elements), the change in F is

Z Aey ?e" (21)

This derivative information may be used in one of three ways:

1. If the Ae, are known precisely, AF may be estimated
from Eq. (2}).

2. If the Ae, are assumed to lie within the tolerance

limits ¢, , i.e., -€, < Ae, < ¢ the largest possible
variation in F may ]f)e est1mate1§ as

22



N
L + SF
AFrna.x N ;1 (. €k) aek (22)

where the sign of €, is chosen the same as that of the
derivative; AFmax represents the worst-case,

3. If the Ae, are described by probability diétributions,

then a distribution for A F may be estimated by statistical
. methods. The statistical tolerance A Fs is defined as

2 2 N 211/2 '
- 1/[faF | JF ' dF
A.FS = _—Bel del) + onn +<-—aek dek) + ... +(—-—BeN deh) (23)

wheré AFS is a measure of the deviation of F from-

its mean value due to deviations of the elements from

their respective mean values.

In formulating a meaningful failure mode prediction criterion, it

is necessary to decide which of the above formulations is appropriate.; Since
the interaqtions of environmental effects on microcircuits are known only on a
statistical basis, the statistical tolerance TF, defined by Eq. (23), appears
to be’ the most méaningful criterion for failure mode prediction from first
derivative infoz:mation. If TF is a threshold above which the deviated network

function

FtA FS fails to meet its specified requirements, then the failure

mode criterion is given by

> T | (24)

+
F-AFS F

3.2 Calculation of Statistic_al Tolerance Function A Fs

The statistical tolerance function A Fs may be expressed in terms

of a relative sensitivity of F with respect to a relative change in e,

-23-



N : 12711/2

- de .
F k
AFS = Z Sé» - F ' (25)
k=1 k k

where SeF is the percent change in F due to a percent change in e expressed
K i v
as '
F _ 3lnF ‘k_ 3F f |
Se ~ 3lne  F oe | ‘ - (26)
k k -~k

Computer methods of calculating AFS, using the form of Eq. (25), ar’erbased

upon the NASAP program. This computer program is ideal for calculatihg
. 13 . . F 18 .
the network function F = and sensitivity functions Se . It is based upon
' k
writing the network equations in flowgraph form. An example of the

use of this program in computing the network transfer function and sensitivity

27 ‘
of an active RC filter has been described. This analysis is presented in

Appendix A,
Once the network function F and sensitivity functions SeF are determined
k de
using the NASAP program, the relative changes in element values —'e—li due
’ k

to environmental conditions must be determined. For radiation @ and temper-

ture T effects, these variations are computed using the expression

de de de
k 1 k k
. e |3@ 9%t =T 47 (27

1

where e, are the nominal element values,and d® and dT are the increments in

5 : de Bek
radiation level and temperature causing element variations-s-é- and —5',—17 .

 For the Linvill lumped-parameter elements described in Section 2, the variation
in''combinance" HC, "diffusance' Hd and ''driftance" Fd'may be found by

examining the radiation and temperature effects on effective carrier lifetime 7,

-24-



mobility p,and diffusance D given in Eqs. (5), (7), (14) and (15). These
first order partial derivatives are listed in Table II for variations due to

radiation ¢ and temperature T.

3.3 Microcircuit Design Based ’Uv'pon Failure Diagnostics

The statistical tolerance function AFS‘, described for use in failure
tﬁode diagnostics in Section 3.1, may also be used advantageously in designing
microcircuits which are desensitized to environmental conditions. If it is
desired to maintain a network function F below‘a certain threshold level TF
to prevent the restponse from exceeding allowable bounds of acceptable behavior,
the statistical tolerance function A,Fs, as cia.lculated from the NASAP program
in Section 3.2, may be used to achieve this design objective. One such ;ro-
cedure, 31_ based upon continuously equivalent network theory, 32 is outlined
in Appendix C. Another procedure, based upon the work of E. Zeheb, is given
in Appendix D. Each of these methods has still to be fully implemented and
exemplifiéd. It is expected that the subject of the next Progress Report will

be devoted to a description of the application of these two methods to automated

communication circuit design with NASAP,

-25-



TABLE II

Lumped-Element First Order Partial Derivatives

For Failure Mode Analysis

ch - qlAv

3¢ K

oH 2 1,21 1.21
c . _ 9 Av !n+s! 1.21 -3 T - ._.k..,I,..

dT ~ 15x1032 (kT)2 € -3T "€ ,

%Fa _,
do
| dp 2 dp / 2
L fp, + I Ju
dFd =(vi—vj) N T L AT I
dT ~ Ax, q 1 1 )2
where
dpg 3/2 T!/2
dT N
dp.

oo 5.25x10° T'° §  For Silicon
dT '
dp.

—BL_ g 21 x10” b7

dT
3H, L
o) % - -
N = ey
d _kTA | 4T dT
= ' ) 1 ]
T Axij 1 +
S P |
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4. A NONLINEAR VERSION OF NASAP

This section presents an overview of a nonlinear network analysis
program which is based on the fundamental principles of the linear network

) 41-43 . . . .
analysis program NASAP, A number of details, omitted in this report,

| . . 19

can be found in a preceding progress report. ° Several developments sub-
sequent to the progress report are discussed here and in the appendix. These
include the availability of nonlinear dependent sources for circuits, algorithms
for sensitivity and worst-case analysis of nonlinear networks, and the application

of the program to nonlinear Linvill lumped-parameter models of semiconductor

devices.

4,1 Basic Organization of the Program

The program will accept circuits consisting of 9 different types of
elements. The elements are described in Table III. All of the elements can be
linear or nonlinear functions of the arguments. A.ny function which can be
written in FORTRAN is a:tpplicable for describing the element behavior. In
addition, the fu;lctions can be describea by a table of values. Linear interpolation
and extrapolation (piecewise linear) is performed unless otherwise specified.
If a function is to be nonlinear between successive points, then a FORTRAN
function can be specified by the user.

Linear elements, other than the two generators, can be specified by
appropriate constants. For example, one can write G = 1, /(1. E-6) for a
IMQresistor.

The program consists of two parts. The input to the first part is a

topological description of the circuit., The elements are described by symbols.
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TABLE IiI

Elements Accepted by Program

ELEMENT
. PASSIVE:

RESISTOR (resistancé form)
(conductance form)
CAPACITOR (elastance form)
INDUCTOR (inverse form)
ACTIVE:
VOLTAGE GENERATOR
CURRENT GENERATOR
CURRENT AMPLIFIER
VOLTAGE AMPLIFIER
TRANSCONDUCTANCE
TRANSRESISTANCE

UNITS:

RELATIONSHIPS
v = Ri v = fR(i)
i=Gv i= fG(v) |
v = Sq v o= fs(q)
i=TAx i= fr()\)
v = fv(t)
i= fi(t)
i, = Bil i, = fp(il)
v =y vp =i )
i, =gv, i2 = fg(vl)
v, = ri1 v, = fr(il)

v (volts), i (amps), R (ohms), G (mhos), S (darafs)

T (henries” 1), g (mhos’, r (ohms), t (sec.)
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The symbols represent constants, if the element is linear, or functions,

if the element is nonlinear. The symbols are operated upon

to form the circuit state equations. This is in keeping with the NASAP principle
of symbol manipulation to allow for network equations as well as numerical
results., It is important to point out that FORTRAN is designed for numerical
conﬁputation and not string manipulation. For this reason a list processing
language such as SNOBOL is required for implementation of the algorithms.

The output of the first part will be theinetwork equations written in FORTRAN.
This. output can be on punched cards so as to alleviate some user labor.

The second part of the program employs the element values and functions
as the input. The prototype will compute, in FORTRAN, the transient response
of user selected outputs. A graphical output will be provided. It is planned to
include sensitivity, worst-case, steady state analysis, determination of stable
points, etc.,in later versions.

It is, of course, cumbersome for the user to have two separate parts to
a program. List processing and numerical computation are available in PL/I.
It will be possible to combine the two parts in this language. For this reason,
it is suggested that the program be translated into PL/I when the compiler

becomes available.

4,2 Limitations
In order to keep the algorithms relatively simple, it was decided to place
several restrictions on circuit topology. The basis of the restrictions receives
. . . 19 . s e s
detailed treatment in the aforementioned report. "The first restriction is that

no loops may exist which consist solely of capacitors, dependent voltage sources
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(e.g.,transresistance), and independent voltage sources. These elements are
viewed as tree branches ny‘ the program. Another restriction is that no cut-set
may exist which consists of inductors, dependent current sources (e. g., curly'ent’
amplifier), and independent current sources. These elements are viewed as links
by the program,

The following two limitations ensure unique solutions as well as simplify
the algorithms. Nonlinear resistors of the resistance form (or conduc:tahce
‘form)’ must be.in a cut-set (or loop) where the other relements are inductors
and current generators (or capacitors and voltage generators).v The consequence
of this limitation is that the arguments of the resistor nonlinear functions are
summations of generator and inductor currents (or genei‘ator and capacitor
voltages). This ensures a unique determination of resistor voltage (or current).

The second limitation for a unique solution applies to the dependent sources
iz = f‘3 (il) through vy = fr (il). The arguments of these functions must be
determiﬁed by either of the following two conditions:

(1) A summation of inductor and generator currents, for a current
argument (or a summation of capacitor and generator voltages for a voltage
a rgument).

(2) A current or a voltage of a resistor which is in a loop consisting of
capacitors and voltage generators (or a resistor which is in a cut-set consisting of
inductors and current generators). The resistor for this condition may be linear or

nonlinear .
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Figures 7 and 8 are intended to clarify these conditions. In Fig., 7(a),

f, (1 'R f (i
g () g (1) R == s
{a) No Unique Solution (b) Unique Solution
Fig. 7 CONDITIONS ON fﬁ(ii) = tan (i)
i
_g_@__
i1 11
1 .
L ) R £ () T R
(2) No Unique Solution (b) Unique Solution

Fig. 8 CONDITIONS ON £ (i) = tan (i))

infinitely many solutions exist. The circuit in figure 7(b) has a unique solution
because the resistor is shunted by a capacitor. The state of the circuit fixes

the capacitor voltage. This voltage permits the computation of i,, which in turn

1
allows the computation of fﬁ(il) .

Similarly, Fig. 8(a) has no unique solution. The circuit in Fig. 8(b) has

a unique solution since i

1 is the sum of the generator current ig and the inductor

current. In this case the total state (input state and internal state) determines

i

1 uniquely,

The two preceding conditions are mandatory for the first part of the
program if the dependent source is nonlinear. The reason for this is that no

provision is made for the inversion of nonlinear functions. Linear dependent
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sources which do not satisfy the conditions will be accepted by the first

part if the argument is a linear function of the total state. However, ’the

second part may reject the circuit whenever numerical computations are

jmpossible. Figure 9 shows an example of this. The following linear function
i

T ?—2"—‘

Fig. 9 CIRCUIT REJECTED BY PART 2

will be found ih part 1:

i, = ig/(l-p)

Part 2 will not operate since B = 1.
In view of the complex topology requirements, diagnostics will be

indicated whenever a circuit is rejected. The diagnostics will also suggest

parasitic elements which would make the circuit acceptable.

4,3 Determination of the State Equations

The aformentioned progress report showed that equations of the following

two forms are tantamount to the system state equations:

Y. F Q_L (v.» i; i y_g) (28)
'}'C = g_c (KC’ _}_L: ig9 _Y_g) ' (29)

where

_i_L represents the inductor currents

Y5, represents the inductor voltages

i represents the capacitor currents

—

Y. represents the capacitor voltages
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i represents the independent current sources

Xg represents the indepehdent voltage sources.

It was further explained that these equations can be obtained from the dichdtomous
signal-flowgraph by the closed loop concept. The dichotomous signal;flowgraph
and ,fhe closed loop concept are two furthe; NASAP principles pre.servéd in’

the nonlinear analysis program.

The program begins by determining a '"master" signal-flowgraph. from |
the circuit topélogy. Thivs is stored as V, W, and T veétors in the computer,
The argument (y_c, _i_L, ig’ Xg) of equations (28) and (29) is viewed as a set of
sources in the system. The remaining‘elements are instantaneous in i and v.
Hence, an algebraic d-c analysis is performed by part 1 of the program.

A pseudo-superposition proceduré which ti’eats one source at a time is

used. This corresponds to an iterative application of the closed-loop concept

for every source/output combination. The set of outputs consists of v.

1 Lo #nd

any others specified by the user. (Note - Part 2 will only print the results of
the user s?ecified outputs.)

After all source/output combinations are exhausted, a factorization
procedure is employed to form the nonlinear function arguments. The resulting
equations are yielded in FORTRAN notatidn. Figure 10 illustrates the basic
steps by means of a flow chart.

The circuit shown in Fig. 11(a) will be used to demonstrate the procedure.
The nodes, branches, positive current directions, and output are designated.

Positive voltages are understood to oppose the current arrows., Part (b) of the
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Input
Circuit Topology
and Desired Outputs

¥

Use NASAP to Form Master
Flowgraph

T

Tag Source Nodes
and Output Nodes

" Select Source Nodes
and Determine '

Subgraph

Select Node
Requiring Equation

ode Sameé
as Sourcg

N

Independent sources, capacitor
voltages, and inductor currentg
tagged as sources. User specified
output nodes, capacitor currents, .
and inductor voltages tagged for -
lequations. ' S ’

\'—T’r'aces paths from source in
N direction of arrows through

| instantaneous branches,

U P . .
-8¢e NASA Write Unity
to Determine ~
Transfer
Transfer ! .
. Function
Function :
i . - -

¥
Use Transfen
|Function for
Equation

Finished

no

With Sources
?

Updates equation for node
by adding transfer function
times source. Signs kept
intact. ‘

no

Factor
Nonqlinear
Variables

y

Proceed to
"IRemainder of
Program

Fig. 10 BASIC STEPS IN PART 1.
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i8
G e
W 39|
{(a) Circuit
@ @ ©,
(] [ ®- 5
1 3 8 .
{b) 'I'ree
(branch) (nodes) (element) (controlled by branch)
1 , (1,0) ., V1 '
2 ’ (1, 2) ) G2F
3 ) (2’ 0) ’ S3
4 » (2! 0) ] G4F
5 ', (25 3) , T5F
6 ’ (3,4) N R6F ,
7 ’ (4’ 0) ’ B7F N 4
8 ? (4) O) ? RS
.9 , (4, 0) s G9
V9= 2?

(c) Ihput to Part 1.

Fig. 11 SAMPLE ANALYSIS
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illustration indicates the tree which the program will uée. It is advisable
for the user to determine a tree in order to see if the cir;cu,it is ac;:eptable.

, Figure 11(c) indicates the program input. The letter ""F'' in an element
desigr;afion indicates that the user will employ a functiov.n in déscribing the
element behéyiar. The letter UF is not used 1n conj;ihction with inde?e‘nd’ent |
sources (V1) nor with linear elements (R8, G9).

Observe that element G2 can be nonlinear since itis ina 1oop"co‘nsisting
of independént voltage sources and capacito-rs. The same is true for G4.
Element’ R6 can be nonlinear since it is in a cut-set with the inductor.’ Also,

B7 can be nonlinear since the argument i, is associated with a resistor that is

4
in a capacitor loop, Capacitors and inductors can always be nonlinear. A
linear capacitor and a nonlinear conductor are designated. The resistors R8
and G9 must be linear. The input specifies an additional equation for V9.

The first step is to form the master flowgraph. -This is illustrated

in Fig. 11. The source nodes are solid and the nodes requiring equations are

Fig. 12 MASTER PLOWGRAPH
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" tagged by double circles. Observe that the capacitor and the inductor are
regarded as sources.

The first step is to select a source and determine the subgraph affected
by the source. The subgraph is obtained by tracing the arrows beginning at the
source. For example, Fig. 13 illustrates the subgraph corresponding to

source V1. The equations resulting from the application of the closed loop
3

1 _ 2
- - - - =~
g > J3
7 . ;
4 — > A
t \

\

\

G2F \
\
w o o >——(<5

- +

Fig. 13 SUBGRAPH FOR V1

thus far:

W3 =+G2F (+V1)....
VS > 8 0o 0
V9=.....

The quantities V5 and V9 are not directly affected by V1.

Figure 14 indicates the subgraphs for both of the remaining sources.
Unlike Fig. 13, the subgraphs in Fig. 14 must each be used several times, .The
reason for this is that the sources appear explicitly in more than one equation.
The updated equations determined from Fig. 14(a) are:

W3 = +G2F(+V1) + G2F(-V3) - G4F(+V3)....
V5 = (+V3) - (R8/(1+R8%G9)) * (-BTF(+G4F(+V3)))....
V9 = ('R8/(1+R8*G9)) * (.BTF(+G4AF(+V3))).....
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(b) Source W5

Fig. 14 REMAINING SUBGRAPHS

The complete equations follow:
W3 = +G2F(+ V1) + G2F(-V3) - G4F(+V3) - W5
V5 = (+V3) - (R8/(1+R8%*G9)) * (-BTF(+GAF (+V3)))
_ -R6F(+W5) - (R8/(1+R8%*G9I)) * (+W5)
V9 = (R8/(1+R8%GI)) * (-BTF(+G4F(+V3))
+ (R8/(1+R8*GI)) * (+W5)

The remaining operations are factorization for "function call" arguments and

reduction of signs and parentheses. The state and output equations of part 1

are:
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W3 = G2F(V1-V3) + G4F(V3) - W5
V5 = V3 - (R8/(1+R8%*G9)) * (-BTF(G4F(V3)))
- R6F(W5) - (R8/(1+R8%G9)) * W5
V9 = (R8/(1+R8%G9I))¥(-BTF(G4F(V3)))
+ (R8/(1+R8*GY)) * W5
The first part will provide other FORTRAN statements which are

" essential for the arithmetic computations in part 2. An example of these

statements is indicated for integration in the succeeding section.

4.4 Integration

If a time response of the output is desired by the user, then part 2 will:
utilize the equations of part 1 for integration. An integration routine has not
yet been selected. It will most likely be the "Adams'' method44 of about the
fourth order. The user will be required to select the time increment, duration
of computation, and number of output points desired. The increment will be
varied about the user selected value according to the curvature of the function.

In dddition to the preceding, the user will be reql-lired to specify the
initial charge on all capacitors and the dnitial flux linkages for all inductors.
The circuit elements will also be defined by either constants or FORTRAN
functions. Table IV indicates the arrangement of the cards (or FORTRAN
sta’temehts) which constitute the input to part 2 of the program.

The arrangement of statements corresponding to the preceding

example follows.
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- 100

200

300

400

NP

Té = 0. (initial time)
TF = 1. E-6 (final time)
DT = 1. E-9 (time increment)

100 (no. output points)

Q3 = 5. (initial charge)

F5 = 7. (initial flux linkage)

G2F(V2) = (1, E-6) * EXPF (39. *V2)
S3=1./(1. E-6)

G4F(V4) = (1. E-T)* EXPF (39. *V4)
T5F(F5) = F5/.001 + F5*ABSF(F5)
R6F(W6) = (100, + 10, ABSF(W6))*Wb
BTF(W4) = 100. ¥*W4*EXPF(-. 1*ABSF(W4))
R8 = 100.

B}

..G9 = 1./1000,

> (USER SUPPLIED.)

'~ DIMENSION W3I(n), V5I(n)

Dé 100 J=1, n
W3I(J) = 0.

V51 (J) = 0.
CONTINUE
T="T¢
CPNTINUE

V3 = 83%Q3

W5 = T5F(F5)

$(SUPPLIED BY PART 1.)

V1 = 10, *¥SINF(7. *T) —-

(USER SUPPLIED,)

W3 E Y aaaind

V5 = Avmemer—

VI = A
D¢g300 J =1, n-1
W3I(J) = W3LK(J + 1)

V5I(J) = V5I(J + 1)

CONTINUE

W3I(n) = W3

V5I(n) = V5

Q3 = INT (Q3, W3I(1),..., W3I(n), DT)
F5 = INT (Q3, V5I(1),...; V5I(n), DT)
T=T+DT

IF(T-TF) 200, 200, 400
C@NTINUE

END
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TABLE IV

Arrangement of Cards for Part 2

—_———")  SUPPLIED BY USER: {Any order.)
. Initial time, final time, time increment,
. number of output points, initial capacitor
' ? charges, initial inductor flux linkages,
. description of all elements other than
independent sources.

(

‘ SUPPLIED BY PART 1.

SUPPLIED BY USER: (Any order.)

: Independent source functions. (Part 1 will
. > place a card in this location which states,
: "REPLACE THIS CARD WITH CARDS

R J DESCRIBING INDEPENDENT SOURCES.,")

> SUPPLIED BY PART 1,

The FORTRAN statements used for the circuit elements correspond
to the following:

_ -6 39V2
fGZ(VZ) =10 €
-6
S3 =1/10
7 39v
: _ 1 4
faalvy) 1;’

TN
frs(s) = o1 T A5 I)‘5I

fr g (ig) = (100 + 10\161) i,
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~-.1\i4|

fp7(14) = 100i,
=1

Ry = 100

G =1/1000

Gy = 1/10

Vl(t) = 10 sin (7t)

The quantity '"'n'' corresponds to the order use‘d in the integration routine. For
a fourth order, n=4. The subprogram designated by ""INT" represents the
integration routine. The above statements exclude provisions for the computer
output and the adjustment of the time increment, Figure 15 indicates the flow

chart for patrt 2 of the program.

]

Establishes to, initial conditions, etc.

Initialize

Compute Y_C(t) / Operates on functions of forms:

= =f , etc.
v, fS(CI): Ve V(t), etc

Bomiann.

A, v (0, (0

!

Compute;c(t), ' / Operates on functions found
v (t), and user from topology analysis.
sIé'lected outputs,

Y

Compute Performs integration
q (t+At) subprogram to update
Alt+At) state variables

t=t+ At /Epdates time

Fig. 15 FLOWCHART FOR PART 2
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5. SUMMARY AND CONCLUSIONS

Modeling procedures and ané‘lytical techniques have been developed for
the prediétion of microcircuit failure modes when these devices are operated
. under adverse environmental conditions. A systematic procedure, based
upon the Linvill lumped-parameter representation, has been employed in
deriving microcircuit models directly from structure, material properties,
and known radiation and thermal effects. This modeling procedure was used
to obtain the lumped-parameter representation of a typical microcircuit device.
The NASAP program was then used to analyze the response of a linear micro-
circuit under the effects of radiation.

Diagnostic techniques, based upon the statistical tolerance calculated
from sensitivity functions, have been developed. These techniques have
been applied to the formulation of design procedures for microcircuits which
are insensitive to adverse environmental effects. Two related design formu-
lations are presented which are to be developed more fully during continued
research in this area.

A nonlinear version of the NASAP computer program is presented, based
on the fundamental principles of the linear NASAP program. In addition to a
description of the basic program, algorithms for .sensitivity and worst~case
analyses of nonlinear networks are presented as the basis for the development
of diagnostic techniques for microcircuits operated in a nonlinear mode. Appli-
cation of the nonlinear program to nonlinear Linvill lumped-parameter models

of semiconductor devices is demonstrated.
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It is concluded from this research that:

I.

Environmental effects on microcircuits may be described
accurately with the use of the Linvill lumped-parameter
modeling technique. This technique allows direct connection
between the cause and response of an environmental effect

in the region of the device which is most sensitive.

The network-like elements of the lumped-parameter model
allow for the application of flowgraph theory for analysis. The
NASAP program, based on flowgraph analysis, is quite
suitable for failure mode diagnostics of microcircuits.

Design procedures, based upon a statistical tolerance
formulation, may be used to obtain the least sensitive element
values of a network with the aid of the NASAP program.
Nonlinear network elements and the Linvill lumped-parameter
i‘epresentation of microcircuits operating in a nonlinear

mode may be analyzed using a modified version of the NASAP

program.
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APPENDIX A: ACTIVE RC FILTER TRANSFER FUNCTION AND SENSITIVITY
ANALYSIS USING NASAP

The NASAP program will be employed to systematically analyze
. low~- and high-pass active RC filter sections by computer and perform

sensitivity analyses. Take as an example the filter design specifications given

in Fig. A-1,
300 600 10k 20K
bF ';
GA'-N(6d .)' IS RanensEEgERNBOER : FREQUENCY ' N

Hz
(LOG SCALE)

-60’-------- -;--------------------------------------l------------------- smman

. Fig., A-1
Ripple in Pass Band 1.5 db

Input-Output Impedance -600

To achieve the steep rolloff outside the passband a Chebyshev filter
will be employed in the design. The Butterworth filter requires more sections
for the same amount of selectivity, The number of sections needed is found
from the rolloff requirement to be seveﬁ for both the low- and high-frequenéy
skirts (down 60 db an octave from the corner frequencies). The low- and
high-pass filter sections will be designed for 0.5 db ripple to satisfy the 1.5 db
overall ripple requirement in the pass band. A 7-pole Chebyshev filter section

needed to realize the skirt selectivity within the ripple requirement has pole



locations shown below in Figure A-2. V

i®n
Sz
S4 ' S—PLANE
= -0.256 Se
S o
= -0.057 + j 1.006 bs"_{
=0.160 t j 0.807 S5
S32
=-0.231% jO. 448 ,
o Fig. A-2

Each pair of complex poles may be realized by one active RC filter
stage. The single pole at S may be realized with a passive RC section. Each
pair of complex poles may be written in the normalized form

Sn = -0+ jo | (A-1)
The voltage transfer function corresponding to the pair of poles is

TS = 5 (4-2)

. 2
S_+ 205 +w
n n n

where

2 2 2
w =0 tTw
n c

H = arbitrary gain constant

Since the transfer function of (24) is normalized to w , it is necessary

3db
to denormalize by using the transformation

S=w Sn (A-3)
Performing this denormalization results in the low- and high-pass filter

section transfer functions given in Table A-1.



Table A-l

Low - Pass

T (S) = HL
1L
S+ 0.249
_ H
T, (S) = 2L

1. 04482 +0.116S + 1

H
Ty (8 = -
: 1.578° + 0. 498 + 1
H
T 4L

(s) = '
a® = esf 181

High - Pass

l1H “gY 4. 02

H S
2H

0. 9588Z +0,111S + 1

Tou~

2
H3HS

0.5482 +.31S+ 1

2
H 4HS

T _(S) = -
au®) 0.24S° + 0.45S + 1

The constant H multipliers are determined from the circuit realization

" procedure employed.

For active RC network realization, the constant H

multipliers are related to the amplifier gains and RC time constants of the

circuit. In this case, the circuit of Fig. A-3 ~will be used to realize the low-

pass section and that of Fig, A-4, the high-pass section.

Comparing the poles of the low- and high-pass sections in Table A-1 with

the transfer functions described by the equations below Figs. A-3 and A-4 results in the

following values of T , the RC time constants.

Table A-2
Low-Pass Sections High-Pass Sections
T oL TaL, T a1, Tig Ton Tay 45
Z =9.04 17T = 3.22 = 2.23 , T =0.12{7T, =0.31|Z.=0.45
1 1 - 1 1 1
T=o0.249 - 4.04
7 =0.12 f2=o.486 - 1.87 Tz=8.65 Z'Zzz.oe TZ:0.51
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Considering the high-pass section T__, choosing H = 1, the coded

2H
equivalent circuit and input matrix for the NASAP program are given in

Fig. A-5 and Table A-3 respectively. Note that element 8 has been added to
the circuit to effect closure and element 2, a very large fesistance, has been

. added to develop a voltage across the input of amplifier K1 which can be

labelled as a voltage between two vertices of the equivalent circuit.

Fig. A-5
@ 4 ®
I>-
@ 1 @ 5 ®
D— >
8 2 3 #6 7
@
Table A-3
A B C D E FF G H K Numerics
2 3 0 1 1 1 1 0 0 .499E - 8
3 1 1 2 2 0 0 0 0 .500E + 10
1 4 0 2 3 0 0 0 1 .100E + 1
3 6 0 4 4 - 0 1 0 0 .169E - 3
4 5 0 5 5 1 1 0 0 .399E -7
5 1 1 6 6 0 0 0 0 .B573E + 5
1 6 0 6 7 0 0 0 0 L100E + 1
1 2 0 7 8 0 0 1 0 .100E + 1



The encoding of the circuit is as follows:

(1) Elements 1 and 5 are capacitors C, and C_ taken as admittances

(voltage controlled current sources]). Thelr frequency dependence
is therefore +1.

'(2) Elements 3 and 7 are amplifiers K1 and K2 having unity gain
with no frequency dependence.

(3) Elements 4 and 6 are resistors R, and R, taken as an admittance
and impedance respectively. They are i%:equency independent.

(4) Element 8, which has been added for closure, is tagged with
a +1 in column K1

(5) Element 3, amplifier K., is tagged in the sensitivity column. The

computer will therefore calculate the sensitivity of transfer function

TZH to gain Kl'

In addition to verifying and producing akBode plot (Fig. 6) of the

T
transfer function TZH’ the sensitivity function SK 2H is listed by the computer:
1
T 2
g °H _ (.33E +0) SH(. 11E +5) S+(. 49E + 7)
=1" " .l
K =1 (.33E + 0) ST( 14E +3) S+(. 49E + 7)
T
Since SK -1 is a function of frequency, a significant point to examine this
-

TaH

Kf 1

4 cos s
function is at Wb~ 2mx 10 /sec. This results in a sensitvity function S

a-6

= - 1,52,
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~ APPENDIX B: ANALYSIS OF LINEAR INTEGRATED CIRCUITS UNDER THE
EFFECTS OF RADIATION USING THE LINVILL MODEL

The operation of a typical linear integrated circuit in a radiation environ-
ment will be analyzed using the Linvill lumped-parameter model. The circuit
selected for study is the differential amplifier configuration (Fig. B-1) which
. . . . . ., 24 .
is a part of many commercially available integrated circuits. It is used to
achieve balanced gain in systems where noise and thermal effects are significant
, 28 " . s s . c e
factors. In the radiation environment, this circuit may be used to minimize

. e . 29 . o
transient radiation disturbances. Both permanent damage and transient radiation
effects will be considered in the analysis cf this circuit.

It will be assumed for the purpose of this illustration that the integrated
circuit transistors employed in the amplifier of Fig. B-1 have been fabricated
in the configuration of Fig. 4, resulting in the Linvill parameters derived in
Section 2. 2, and interconnected in the manner of Fig. 6. Permanent radiation
damage is primarily the result of high energy particles which degrade the effective
carrier lifetime according to Eq. (7). Measurements have been made on N- and
P-type silicon to determine the value of damage constant K at low injection levels

. s 30 . . s
as a function of resistivity. Using an average material resistivity of 10Q - cm,
. 5 . 15 .
Kis 1.5x10” pvt-sec. for N-material and 3. 5x10 ~ pvt-sec. for P-material.

The effect of lifetime degradation may be included in the Linvill model

H

of Fig. 6 through the '"combinance'’ parameters, H H , and Hcc' These

cE’ "¢’ “¢b

parameters are related to ''storance'’ S and lifetime T through Eq. (8). Also, since
the current through the combinance is proportional to the excess charge density, it

is convenient to write the recombination current in terms of S and T ;
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e = Ho(R,-Q ) =—— (N -N_) (B-1)

in the base region. Since the emitter region of a high frequency transistor is
much more heavily doped than the ba.se or collector regions, 24 it behaves as a good
cénductor,and the charge st'ofage and recombinatioﬁ effects, described by SE and
HcE’ may be ignored in the model,

The minority carrier densities at the edges of the edges of the emitter

and collector depletion regions are related to the equilibrium carrier densities

according to the expressions, derived from Eq. (18),

_ EB
PE = PnE exp. (q T ) (B-2)
v
_ EB
NE = N 5 %P (q *T ) (B-3)
cBb
Nc = NpE exp. (q T (B-4)
\2
_ cB
PC = P . eXP. (q KT ) (B-5)
where
Pne = equilibrium hole density in emitter region
pr = equilibrium electron density in base region
Npe = equilibrium electron density in collector region
Pnc = equilibrium hole densit); in collector region.

During normal active operation of the transistor, the emitter-base junction
is forward-biased, and the collector-base junction is reverse-biased. A reverse
bias of more than one volt causes Nc and Pc of Eqs. (B-4) and (B-~5) to be much

smaller than PE and NE. The usual approximation under this condition is to



neglect variation of charge beyond HD in the base region, assuming it is collected
. 8 ‘s .
unchanged at the collector terminal. = In addition, for small-signal a.c. operation,

Eqgs. (B-2) and (B-3) may be approximated by

= ~ -j‘—- -
Pe dPE~ KT PE Vb (B-6)
and
= ~ -~
n_=dN_ % —CL—kT Np v, (B-7)
where v Pe,and n_ are the small-signal a. c voltage and charge associated

eb’

with the emitter-base junction.

The lumped-parameter model of the integrated circuit transistor may
be represented, as a result of these approximations, by the equivalent circuit
of Fig., B-2 which includes a transient radiation generator in the base region., The
integrated circuit resistors may be modeled for linear operation over a narrow
frequency range by a lumped fesistor with a single capacitance to the substrate
of about 1 pf,illustrated in Fig. B-3. In general, a more complex distributed RC

model should be considered for diffused integrated circuits when the amplifier is

10
operated over a wide frequency range.

A complete equivalent circuit model of the differential amplifier is shown
in Fig. B-4. The emitter-bias circuit, including transistor Q3, associated resistors

and supply voltage VEE’ has been replaced by a constant current generator, IE.

Collector -substrate and resistor-substrate capacitances, CCS and CRS' are

combined in parallel across the amplifier output resistors, R and RLZ' The

L1

input a.c. signal, e, ., is applied between the base terminals. Radiation effects

IN

are accommodated in the model by permanent changes in T and Tz,and transient

currents, produced by ionizing radiation, control current generators ig1 and igZ'
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The coded equivalent circuit of Fig. B-5 is used to write an input table
for the NASAP computer program.. Each element is coded as either a voltage
or current source dgsignated by the symbols shown in Fig. B-5. Elements are
numb_ered consecutively starting at the input voltage source (element 1) and ending
ét element 20 which represents the output voltage measured across a very large
resistance (10 megohms) added to the circuit but not affecting its operation.

Elements 4 and 5 represent v and Vb2’ each equal to half the input voltage

eb b2

and opposite in phase as indicated by voltage generators 4 and 5 in Fig. B-5,

Transient response current generators igl and igZ are represented as current

source elements 2 and 3. All other elemeénts are represented as either voltage
or current sources depending on their location in the circuit topology. All nodes
are numbered consecutively starting at the common-emitter junction (bias current

generator I_, is omitted in the a. c. model) and ending at node 10 which represents

E

the common bias voltage supply point for Vcc and VS.

An input table describing the coded equivalent circuit to the computer
is listed in Table B-I. This description proceeds according to the following steps:

1. Columns A and B describe the nodes of origin and
destination for each element listed in column E.

2. Column C describes the type of source (0 for voltage
and 1 for current) controlling the element; the control
element is given in column D. Passive elements are
self-controlled. ‘

3. Column F lists the frequency dependence (1, 0, -1 for
corresponding powers of s).

4, Column G states whether element is a voltage or
current source (0 for voltage and 1 for current).
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Numerical

"H

.100E + 1

1

,710E -12
.310E -8

.050E + 1

ig_ig
qQ |N

\4\/\(1/?/\{/“{\/2/\/?}\(/\4\/

.310E - 8

o

L217E - 3

.530E - 12

.281E - 11

. 840E + 4

o o O O O o o© O

14
15
16
17
18

19

14
15
16
17
18
18
20 20

10
10
10
10

1
20

.100E + 8

0

Computer Input Table

TABLE B-I

b-9



5. Column H lists the element which represents the
input generator which is in turn controlled by the
output element to close the system flowgraph,

6. Numerical values of elements are listed according
to whether the element is an impedance (current-
controlled voltage source), an admittance (voltage~
controlled current source), or a controlled or
independent (self-controlled) voltage or current source.
Linvill elements s, H and H, are entered by first
multiply by 9y N, according to Eq. (B-7) to obtain
an equivalent element which is dependent on voltage
v .. For moderately doped semiconductor material
ag room temperature, this multiplication constant is
approximately © 40x10'° volt™ cm™

The input levels of neutron radiation are assumed to vai'y from 1012

1
to 10 > pvt. These values of neutron fluence are entered into the input table
through the numerical value of elements 8 and 9 by adjusting the values of

T, and T

1

2 according to Eq. (6) using K = 3, 5x105 pvt-sec. for the base P-material. e

' cp i . -8 i1 .
The initial value of lifetime, 'ro,’ is 10 seconds for P-type silicon material.
In order to determine the effects of unbalanced ionization between the two

halves of the integrated amplifier configuration, an unbalance of Ai is assumed

between the two radiation current generators igl and igZ' This unbalance is
entered in Table B-I as two current generators opposite in polarity in Fig., B-5 and
Ai '

each with an amplitude This fraction, representing impulse generators,

Zig

is entered in rows 2 and 3 of the column marked "Numerical" in Table B-I.
The resulting radiation responses of the circuit are illustrated by the

curves of Figs. B-6 and B-7. Permanent degradation of differential amplifier

1
Zt

: . 15 ' : -
gain produced by particle fluence, &, from 10 o 10 = pvt is shown in Fig. 1I,

The balanced configuration helps to maintain amplifier gain at reasonable levels



(above 30), even though a sizeable radiation field has been encountered. The

peé.k amplitude transient response due to ionization radiation demonstrates
considerable suppression resulting from common mode rejection of the differential
ampliﬁer stage. Corresponding responses from unbalanced configurations are

4
an order of magnitude larger in peak amplitude.

b-11
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APPENDIX C: AUTOMATED DESIGN OF NETWORKS WITHIN SPECIFIED
RESPONSE AND IMPEDANCE CONSTRAINTS

One of the major design cpnsideration's in srelecting the components of
a ne_twork is the maintenaﬁce of network responses and impedance levels within
the constraints imposed by system requirements. This 1s especially critical
in the design of microcircuits, where the component vé.lues and toleré.nces
limited by the technology used to realize the circuit. The size, cost,and reliability
of an integrated circuit is determined primarily by the component values and
tolerances allowed in the design. 24 |

The theory needed to develop the design algorithms to achieve these
objectives is available in the network literature. 2,33 The basis for the procedure
to be developed here is a congruence transformation suggested by Cauer in 1929
which allows one physically realizable network to be generated from another in
such a way that specified driving point and/or transfer functions are held invariant. 32
Networks with different numbers of elements and nodes, having the same driving
point and/or transfer functions,may be generated by use of this transformation.
Although Cauer first suggested this technique for passive networks, its strength
is enhanced when applied to active networks, as will be illustrated in this paper.
Application of this theory to the development of a c’ontinuously equivalent nethork
theory for the synthesié of minimum sensitivity networks was suggested by
Schoeffler. 34 By generating networks whose elements differ from those of the
original network by an incremental amount, he developed differential equations

for both the change in element values and the sensitivities of the transfer function

and/or impedances, thus allowing realization of minimal sensitive networks.

c=-1



Although the concept of continuously equivalent network theory is
clearly presented in reference 34, the pertinent results will be reviewed here
for completeness. AConsider a network with n independent node pairs described
- by a set of n equations of the fortﬁ
I= Y0 E | (C-1)

where Y0 is the n X n admittance matrix of the network, E is the n X 1 column
matrix of node voltages,and 1 is the n X 1 column matrix of source currents.

There exists an infinite number of equivalent networks (at specified terminals)

with network variables related by

I'=Y' B (C-2)
where '
t
I =Abl | (C-3)
E=A E (C-4)
v = Al Y, A (C-5)

and A is an n X n nonsingular constant matrix, t denotes the transpose,and
I', E' and Y' are the new current and voltage variables and admittance matrices
of the equivalent network., By proper choice of the transformation matrix A,
certain driving point and/or transfer functions can be held invariant. For example,
) th . th . th .
if the k' row of A is the k  unit vector (all zeros except for the k' entry which
. . . N th . s s s .
is unity), the driving point impedance at the k terminal pair is invariant to the
transformation. If two rows are so chosen, the driving point impedance at each
port is invariant as is the transfer impedance between the two ports.
Schoeffler suggested that the A matrix produce an incremental change

from the original network to the equivalent one by letting
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A=U+BAx ’ (C-6)
where

b,.=<1

1)

U = unit matrix

x is an independent variable
Substituting (C-5) and (C-6), considering the admittances of the new network a
éontinuous fuhction of x,and taking the limit as Ax — 0 results in the following
differential matrix equation. |

% = BtY + YB | | , (C-7)

with initial conditions

Y(0) =Y (C-8)

0
For any choice of B, the solution to this set of differential equations at any
value of x gives a realizable admittance matrix. In order to maintain a transfer
function invariant, any row of A which is a unit vector implies that the same
row of B must be identically zefo. For elements of the network which are to
remain passive, the transformation must result in an entry at the associated
admittan;e matrix which is positive or zero. This is accomplished by choosing
the unspecified elements of B in such a way that the final value of admittances
inY is . positive or zero for passive elements.

A more convenient form for the first-order matrix differential equation

given by (C-7) which separates out the various types of elements of the network

is

-1 = ME, - (C-9)



where Ei is an n X n matrix of all of one type of element connected to the nodes

of the network, e.g., capacitors, inductors, conductances,and controlled

sources. The constant matrix M is identical for all of the elements regardless

" of frequency dependance or passivity. This is illustrated by the following RC

network example.

11 _
} rél
JaVAVAN
&
g —-—C L
2 2 — C3 g5
Fig. C-1 Example of RC Network
g1+ &, 3! C + G, -Cy
Y = s = .
| &) C L C €L+ C3
and —
b1 b2
B =
b3 b4

(C-10)

(C-11)

Substituting (C-10) and (C-11) into (C-7) results in the two first-order differential

matrix equations

dG
- MG
and
dC
dx MC
where
g Ci
G = gz C= CZ
3 f3_

(C-12)

(C-13)

(C-14)



N —_
by +b, ~b, - b, b, -b,

M=|P1L " Pgt Ry P by + b, by (C-15)
E3+b4—b1—bz b, 2b4+b3‘q

In general, the differential equations for the elements of the network will be
in the form of (C-9) where the matrix M has elements which are linear combinations
of the bi and are arbitrary. Some of the bi will be zero by the requirement of
invariance of a transfer function and/or impedance of the network. The
remaining bi are free to satisfy the tolerance design requirements.

The procedure for the design of networks within specified response and

impedance constraints is based upon a formulation of the sensitivity function

34
SZ given by Eq. (26) in terms of the theory of continuously equivalent networks,
K ; .
The results of the derivation of network function sensitivity to changes in the
individual elements are:
dQ
e t
k = -MQ (C-16)
dx °k
po -
where
e S
.1 e
Q _f- Q. . __k
A and & =
de k
oo nd

and the matrix Mt is the transpose of the matrix M relating the change in

element matrix Ei with respect to independent variable x to the original Ei matrix.
Thus, once the differential matrix equation for the changes in elements has been
determined, the differential matrix equation for the change in element sensitivities
is also determined.

The next step in the development of a design procedure is to examine the
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statistical tolerance, Equation (25). Note that for a given set of component .
de . -
, the network function tolerance is calculated from Eq. (27).

tolerance o
k

If this network function tolerance is not within the system constraint limit,

the network elements must be changed to lower the sensitivity functions weighted

by the component tolerances. This must be done within the limits of available

component values, and the passive elements must remain positive or zero.

de
Squaring both sides of Eq. 25 and the terms inside and recognizing that 2 is real,
x
2 n
s=( =) = S L (C-17)
F k=1 k ek

This summation may be expressed in terms of the q, elements - defined
k
below equation (C-15):

2 2 2 " 5
s= Y | de - Z q a (e (C-18)
k=1 | °k ( k) =1 %k %k K

For a given network function, the statistical tolerance A T is lowered when

S

the summation S is lowered. Differentiating S to determine the slope as a
function of increasing x,

. n
A e
* 2
28 2] Re|—k q (de,) (C-19)

X k:]- ek

This derivative may be written in matrix notation:

45 . ot DZd M+ MDzd Q (C-20)
°k “k ®x °k
where the Qe and E matrices are column matrices, and the De matrices are
k k
diagonal matrices defined by
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Dek = Diag [gl, €y Eqrenes €, ...,‘en]

The fact that M is real is used to derive Eq. (C-20).

Equation (C-20) is the key to a design procedure, The element of diagonal
matrix D is determined by the technology used in realizing the netwqu elements:
as well as cost, size,and reliability cé'nsiderations. The elements of the Q
matrices are computed for the original network using the NASAP program. The
bi elements of the M matrix are available for increa.sing the negative slope of
S according to Eq. (C-20). This is done by taking the bi's plus or minus one,
depending upon the sign of its coefficient in (C-20). Once thé M matrix, whose
elements are a linear combination of the free parameters of the transformation
in (C-7), has been determined, the new elements are calculated by solving the
differential equations given by (C-9). This procedure is repeated until the
required statistical tolerance limits have been met. Each time a new set of bi
elements is chosen however, care must be taken not to allow any of the passive
elements to go negative or beyond the limits of the component values allowed by
the realization technology.

The computer calculatiqns required by this design procedure are:

1. Calculation of Qe matrix

2. Integration of differential equations given by C-9.
The first calculation is performed using the available tagging options ivn the
NASAP progfam from the preceding network, The second calculation requires
integration of a set of linear differential equations with constant CQéfficients,
since M is assumed constant for each integration, This is easily perforrried on

the digital computer. Therefore, by writing a simple auxiliary program, NASAP

may be adapted to implement this very powerful automatr;cj design procedure.
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-, APPENDIX D: MICROCIRCUIT FILTER DESIGN WITH COMPUTER
’ ORIENTED OPTIMIZA TION **

Ezra Zeheb*
Visiting Assistant Professor of Electrical Engineering
Stevens Institute of Technology
Hoboken, New Jersey

. . 35

Active RC synthesis techniques are now well known, Most of the net-
works resulting from these design procedures are suitable, in a sense, for
integrated circuit fabrication because they are inductorless and because fabrication
techniques for resistors, capacitors and most of the basic active elements are

. 24 . . .
well established, However, since these methods are not particularly directed
towards integrated circuit fabrication they suffer from many disadvantages when
used as such,. in particular from the economical point of view.
. ' . : 36

A method which overcomes this has been proposed by Newcomb et. al.
The components utilized are capacitors and gyrators and the network is resistance
terminated. All gyrators are grounded and,thus, the network is perfectly suitable
for integrated circuit fabrication. Also, the number of capacitors utilized is
minimum,

Though very practical from the viewpoint of production, the method has
a disadvantage fromthe viewpoint of design, since it introduces a new type of

section, In this paper we show that identical results can be arrived at by

simple and known derivations. Also, the intermediate stage in the derivation

* On leave of kab’sve_nce; from Technion-Israel Institute of Technology,
Haifa, Israel. o

*% This Appendix was presented as a paper at the 11th Midwest Symposium
on Circuit Theory, University of Notre Dame, Indiana; May, 1968.
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allows for a configuration most conveﬁienf for automatic analysis by NASAP,
An optimal parameter can be determined for minimum multi-parameter sensitivity,
for example,

As in reference 36, fhe function which is considered is a rational positive
real (PR) input admittance. This is no loss in generality, since it is well
known that given, for exé,mple, a transfer voltage ratio magnitude Vz(jw)/Vs(jw)
under given resistive load and source termipations, (Fig. D-1), one can compute

the input admittance y(jw) by

. 2 . 2
y(jw) - G \ G V., (jw) _
y(jw) + Gy G |Vl
This relation assumes
. 2
Gz - V2
1 _— —_— -
24 G v (D-2)
1 s

but if this is not the case, a constant gain amplifier can always be inserted at

the output.

I.ossless

2-port
Ve 2 | V2

Fig. D-1

The interesting case for filters is, of course, where the zeros of trans-
mission, which are the zeros of the even part of y(s), are purely imaginary.
37 _ . g . o .
Brune's section for realizing a pair of conjugate imaginary zeros is very well

known where the first element is a series negative inductor or a shunt negative
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capacitor which results in a series positive inductor (See Fig. D-2). Less
common and less known, though» not different in principle, are the equivalent
Brune's sections where the first element is a series negative capacitor (which
results in a shunt positive inductor) or a shunt negativé inductor (Fig. D-3). The

pertinent expressions are derived for the sake of completeness.

H H
L>0 L.>0 L. <0
(OO 1 3
[}' 1: >0
e >0 - 2
2 _—
C.< c'>0
- W Q © o -0
(b)
2 1 2— ——_1 . L] 1 1 1 1 l—
%07 LC “ T T LyLy+ LyLy+ Lyl =0
L L, + L L,+L,L, =0
L, >0
cl<o C3>0 PETEaD
o o —o o]
T
L>0 - Ao
1 %Ll<o §L3>°
T ¢, >0
o Q
2, O

(a) (b)



Given a driving point admittance y(s), the even part of which has zeros at

4+ s = jw., we have

0
y(joy) = iB
where B is a real number.

to produce an imaginary zero,we have

Removing a shunt inductor L1

‘ 1
vl(s) =y(s) - -

A 1
where ‘
1 1
L, = = = ;
1 ~,oOB jog y(on)
We then remove from Zl(s) = --—-1—(5—)— a resonant circuit to receive
1
~ s/c _ 1 s/c
Z,(8) = 2)(s) - 57— = Je) - 1 T Tz 1
s+ L.,c sL s+ L_c
2 1 2
where
1
LZ - wZ c
0

1
and < is twice the residue of Z1 (s) in its pole at s = jwo, namely,

1 -1
d 7 dy -1
L_,|l A 2 , L
c ds "y - ds ZL
s=juy s L, )
s-jug,
or
1 d 1
c= 7 | Ge| ssju, - 2
0 :.oo L1
P
Now let y(s) = q - Then
QsL sL
7 (s) = 1 2
2 PsL. -Q 1+ sZ
2
w
0

(D-3)

(D-4)

(D-5)

(D-6)

(D-7)

(D-8)

(D-9)

(D-10)



2

where F’sL1 -Qhas 1 + ; as a factor.
“0
Therefore,
PsL1 -Q
SRk -~ Ll T
1+s /wo
Zz(s) = v (D-11)
PsL1 -0
vanishes at the origin and yz(s) :Z—-_(s)_ has a pole at the origin with residue
2
- ————— ., Therefore, removing a shunt inductor
L1 + L2

L,= - (L, + L (D-12)

3 2)

yields a remainder positive real function two degrees less than the original
y(s).

Using the equivalent representation (Fig. D-4) and the’n replacing the
induct;)r b)'rka grounded gyrator38(Fig. D-5), we arrivé at the netw'ork shown

in Fig. D-6 where K is arbitrary and

C
1]
AR B
n:l J L = Ll LZ
o (STTTO\- o ]
L a L1+L2
a
n= Ll
L1+L2

o

I

Fig. D-4



Fig. D-7

L = K/g)
Fig. D-5
C
B ——
° ©
a
Fig. D-6



y'(jw,) - —
2 K Ly+L, 2 0 199
a 1 72 )
: Y(J’wo)
143,
270817 I+ 817 B yGeag) (D-14)
y' (o) ——
0 Jog
1 VAV
c= SV (Gwg) + Ta (D-15)
4 0

The section described in Fig. D-6 and Eqs. (D-13) to (D-15) is identical
to the pertinent one in reference 36. However, one does not have to apply
and adopt new types of sections. One can just use the well-established Brune's
philosophy to carry on all design considerations and calculations én this network,
and then simply repl;ce all inductors by capaciéors and grounded gyfators.
Incidentally, if the degree of the function to be realized is high, then in most

¥
practical cases one can realize two functions of half the degree plus or minus

4
one by applying the theorems and method described by Navot and Zeheb. 39, 40
The section in Fig. D-6 has an arbitrary parameter K free to be chosen

so that the network is optimized in some respect. Using the statistical tolerance

ATS in the form

n A
Z 2
Y i=1(ax. Xi)
i ,
where y is a network function and Xi (i=1, 2,..., n) are the network elements,
yields
y = HK, Xy oehs X)) | (D-17)



This task fits excellently to NASAP, except that the configuration described
in Fig. D-6 is not convenient. HoweVer, before the replacement is carried out,
the configuration is most suitable. Therefore, expressing the element values

in terms of K, c, gl,and g, namely

L
K
L = 1a = (D-18)
-n gl(gl = gz) :
L
K _
L, = - = —— (D-19)
n g 8,
K
Ly= - (Lytly) = - g,(g, - g, (D-20)

makes it pos'sible to solve for an optimal K which minimizes,for instance,
T or T .
y y/y

Of particular interest is to minimize the multiparameter sensitivity at
the function's transmission zeros frequencies, and thus keep them close to their
desired locations and keep the behaviour of the function in their vicinity, as
close as possible to the desired. As shown in the sequel, if one can assume
that variations in elements values are not too large, the optimal parameter
Cx for the sensitivity of the function in these frequencies can be determined and
written in close form for all given numerical functions.

Denote by YL the admittance of the part of the network which is to the

right of the first anti-resonance circuit Fig. D-7. If the value of the product

LZC is sufficiently close to the desired one, then, at the transmission zero

: 1
frequenc by =
d y ) " LZC

the anti-resonance circuit can be considered as an



open;circuit. Therefore, the influence of YL on the behaviour of the function
at that frequency may be neglected. It remains to minimize the sensitivity
of Ll to variations'in g gz and Cx.

To be specific, assume the gyration ratios g, ‘and g, are directly
préportional to resistors in the network which are of the doped semiconductor
type, that the integrated capacitors are of the junction type, and consider
the sensitivity to témperature variations.

The effects of temperature on these integrated elements can be approximated

as follows for an abrupt junction:

de; n-1 -
—=— =T Gi=1,2) (D-21)
qe N N
d 1
CaV —2° (D-22)
Z(Na + Nd) Vd + VR
0"
v.= X gq . 228x10 o (D-23)
d q q

where T is the absolute temperature, n is a constant which depends on the
doping level (can be assumed to equal 1.5 for moderate doping), q is the charge

of an electron, € is the dielectric constant, Na and N, are the densities of the

d

acceptor and donor impurities, VR is the reverse applied voltage, Vd is the

contact potential and k is Boltzmann's constant.

Using Eqs. (D-13), (D-14), (D-21), (D-22) and (D-23) one can easily

compute
d L. d d
dL, RES T , 21 g2 N ot1 9% _B .0 (D24
— = B C
aT T-T, %, dT ' ?g, dT 3C_ dT r, {t’x <
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where,

n-1
. nTO
az.,(b - a)
[€N_ N
1 €2 Nq -3/2 3
M= a(a-b) 8q(N_+N_) (Vio t Vi) 3k(1+1nT ) + 0.28x10
Vao"Va T-=T

For zero sensitivity at a prescribed temperature T,., one has to choose

0

either very large values for the capacitor Cx’ or, since nand p are of

different signs,

X

2
M

The first choice might be impractical from the viewpoint of production.
The choice of Cx through Eq. (30) is done independently for every section
of the filter, using its own coefficients a and b or p and 7.

Instead of minimizing the sensitivity of L., one might wish to minimize

1

that of the ’px‘-oduct L,C. A similar Eq. to (D-24) is arrived at, only the

2

constants pu and n are different. If the constants are such that practical values
of Cx are 1argé enough to render sufficiently low sensitivities, both I_,1 and LZC

can become insensitive.
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APPENDIX E: SENSITIVITY AND WORST CASE COMPUTATIONS FOR
NONLINEAR SYSTEMS

The concept of sensitivity is used to determine the effect of parameter
variation on circuit behavior. In linear systems, the parameter is one of the |
element coefficients such as B, R, etc. For nonlinear systems, the parameter

corresponds to one of the factors effecting the function, other than the intended

39v

variable. For instance, the quantity I_ of fG(V) =1(¢€ - 1) may be a para-

S S

meter of variation and v is the intended variable.

Equation (E-1) defines sensitivity as a percentage rate of change.

v . 3y ' -
°p 3P - (E-1)

< g

where

P is the parameter of variation
y is a measure of circuit behavior (output).

Quite often, Sy

p is determined under steady state d-c conditions. In general,

however, the sensitivity is a function of time. If the system is linear, S}}; is
expreésible as a function of the LaPlace complex frequency. It is intended here
to compute the transient sensitivity in lieu of steady state d-c. Since the systems
treated Are nonlinear, closed form solutions of sensitivity are beyond the realm
of achievement. Therefore, a numerical transient computation of sensitivity

- will be described. Furthermore, the sensitivity of the user sélected outputs

(Y (t)) will be determined.

For small variations of P, one can approximate equation (E-1) as

S, =

y
P (E-2)

< |9
£
v



where Ay is the change in y corresponding to the change in P.

The user will be required to specify the change in P. This will be done by
indicating two functions for one of the elements when part 2 of the program is -

- performed. For instance, if f (i4) is to vary in the preceding example, the

| B7

. . . s L.
user would specify f£37(14.) and fﬁ7(14) . More than one term of a function is
allowed to vary; e. g.,

. . =1

fp7(14)— 100 i, 4

£ (1,)=1051 q"'°9‘i4l

B7 4 4

That is, the sensitivity with regard to the variation of an entire function can be
computed. It is important to point out that if more than one parameter of a
function is to vary, then the second set of parameters should alter-the function

-1. 11, | .

1
in the same direction, if possible. For examplp,fp7(i4) =105 i4 €
less desirable than the preceding equation for flﬁ,?(i4).
It is also important to point out that if only one term "P!' of a function

is varied, then the computation of P/AP is superfluous. This is because P

and AP are known to the user; e. g.,

£ = 107° (7

£ = (1) 1079 (7 - 1
p=10"°
AP = 107"

For this reason, P, AP, and P/AP will not be computed by the program. A

-ombination of the following outputs will be available:



Y (t) (Time responses of user selected outputs.)
A Y (t) (Time responses of output changes.)

Ayl(t)/yl(t) (Percentage changes of output
. ‘time responses. Computed only
. when |y,(t)|>(>0,)

Ay _(0)/y (1) !

f(x(t)) (Time response of function with the
varying parameter.)

Af(x(t)) (Time résponse of difference of the
two functions.)

f(x(t))/ Af(x(t)) (inverse percentage change of the function.
Computed only when |Af(x(t))| > €>0.)

£ y. (D A £(x(t)) (Sensitivity with regard to
1 s . s .
. function variation,, Computed

only when
ly; 0], [afe(En] > €>0.)

Yo AYn®  fx(t)

% T Ty O A=)

The threshold of computation '"¢'"' is a variable which depends upon the per‘centa,ge.
which has been computed.

The algorithms for computing the above quantities are rela.tivelyu
straightforward; In discussing the algorithms, the vector P will represent the
original values of the parameters in the function Which is to vary. The vector
_]:'3' will represent the second set of parameters. - It_should be clear that the set
of parametefs introduces a new set of variables in the equations of chapter 4. All
qué.ntities which utilize E' will be designated by a prime; e..g., z'c (t). Those
quantities which utilize P in their evaluation will not be primed. Observe that

the independent sources zg(t) and _i_g(t) are unaffected by the varying pa.rame'tel;s.



The following basis will be used in the computations: Assuming a
common state (g(t), A(t)), the effect of changing from P to __1?' will be computed
at time t + At. The reason time t+ At is used, is to allow the parameter
changes to affect the state. That is, the state is dependent upon-the parameters,
" and its rate of change with respect to the parameters must be incorporated into
the computations.

The order in which computations are made is designated by thé series

of equations shown below. The order essenf:ially follows the flow chart of Figure 15.

v (t) = £ [q(t), P] oy, =1, lg(), P']
1.0 = 5. [, P iy ®=f A0, P
i 0=g_ [y_g(t), Lo, i =g [zg(t)-, _i_’g(t), |
v (), i (1), P] ve (0, i (0, B]
v ® = G [y (0, 1), vi(t) = _thz'g(t), i,
v (), i (t), P] v, (), i (1), P ]
atrat) = gt + [F85 (1) ar g'(t+an = gy + [FA%1 (n) ar
t - L
. t+At
AEHAL) = A(t) + fttJr_AtY—L(T) dr N(eeAt = M0 + [ v (n) dr
v (t+At) = £ [q(t+41), P] vil (A = £ [g (A, ']
ip (t+a1) = £ [AtrAL), P ift At = L[N (AL, B ]
X (t+At) = E[v (t+AL), i (t+40), Y (t+At) = g[zg(tmf), i (trAL)
v _(t+AD), i (t+At), P) v (tran), i)' (trat), P']

v
AY (t+ A1) = Y (t44) - X (t+At)
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f[x(t+AY)] = f[y_g_(t+At), jg(t+ét). f1lx(t+At)] = f[y_g(t+4t), jg(t+At), |
v (t+At), i (t+2t), P] ve' (t+At), i1'(t+At), P']

Af[x(t+At)] = £ [x(t+At)] - fx(t+At)]

y

. By (t+At)
5.7 (t+At) =— . Jeede)

yj (t+At) A f(t+At)

The computations for t+2At are performed by repeating the above equations.
The initial state is (gq(t+At), A (t+At)).
If single parameters of several functions vary, then the infinitesimal

change of an output Vj (€Y) is given by

'c‘ay._ ‘ dy,
d}’j = _—J—BPI dP1 + 0o + “-‘LBP dPn
n
where Pl’ e Pn represent the varying parameters for functions fl’ oo fn .

A worst-case and its approximation can be expréssed as
' | 3y, 2 dy, 21/2
lde| < L ‘“Lapl dPl) S +(———J—apn dPn)

-

TR Y s L
IAyJ.lS aPl AP1 oo (3P APn>

[(Aylj)z teot By 0]

where Aykj is the variation in Yj if only parameter Pk varies,
The program will approximate the worst-case computation by repeating

the sensitivity algorithm for each of the '"'n'' functions having parameter variations.

As with 'sensitivity, Aykj is computed with regard to function variation., That is,



more than one parameter can vary in a function. Of course in each step
of the "'n" iterations, only one function will be considered to vary. The

remaining will not change; i.e.,

f, £, f., «.., fn used for Ayzj

1’717 "2

f

1
f 2 fz, gre e

,l'f

f used for A..

n 2j
' ; ;

fl, cees fn, fn used for AYnj

The outputs available in the worst case ahalysis will be Y (t) and

AY (t) where Y (t) is computed for f., ..., fn and AY (t) is the approximate

1’

worstw-case change.
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APPENDIX F: COMPUTER MODELING OF NONLINEAR LINVILL
' PARAMETERS

- The nonlinear analysis program, described in Section 4, has the
potential for including nonlinear dependent sources which are functions of
several variables. As an example B, for the dependent current source iczﬁib,

2 -Kv :
can be a function of i, and vc. The equation ic =101, (l-e €) is an illustra-

b b

tion of a multivariable dependency. This manner of dependency can be applied
to both dependent current sources and dependent voltage sources.

The property of multivariable dependency for controlled sources permits
the modeling of nonlinear Linvill parameters. It develops that the behavigr
of each Linvill lump is affected by the junction. Furthermore, nonlinear
interactions appear among the lumps. In the forthcoming development, it will
be seen that these interactions can be represented bf dependent current sources
which are functions of several variables.

Four distinct analyses are required to discuss the manner of modeling.
These are:

(1) The model of a Linvill lump which is between a junction {or depletion
layer) and another lump.

(2) The model of a Linvill lump which is straddled by two other lumps.

(3) The model of a Linvill lump which is between a lump and the device
terminal. |

(4) The model of the depletion layer. The four preceding models will be
used to demonstrate a nonlinear Linvill diode representation. Also, the state

equations of a simple circuit utilizing the diode will be determined.
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The basic instantaneous Linvill equations required to model a 1ump
which is between the junction and another lump are, following the development

of Section 2:

F rr
. .. n p ] dl2 diz
= Hypp (2ymmp)-Hypp (PoPp) #75 (np#npht 5= (py+p,)  (F-1)

2

q K

Fdrllz B '—e—i (n; -n,) | (F-2)
__Ae

(n)-n,) adx, (Avy ) (F-3)
q°n |

p _ *'p '

Falz = e (Py-P,) - (F-9)
__Ac

n, = ng e(q/kT) Vs (F-6)

KT) v,
p, = py o' VD] (F-7)

Since voltage and current rather than charge densities (nl, Ny, Pp» pz)
are the circuit variables of interest, a manipulation of equations (F-2) through
(F-7) and a substitution into equation (F-1) will be made. This will avail a

relationship in which the total lump current i, is a function of the junction voltage

1
Vj and the lump voltage AVIZ'
Initially, equations (F-3) and (F-5) are substituted into equation (F-1).

The result is:
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n Ae Ae

. jo
i. = H —_— Av -H —_— Av
1 di2 qAx12 12 dlz q‘Ax12 12
n
p
F F
dl2 ’ diz
> (n2 - n, + an) + > (p2 - p1 + Zpl) (F-8)

In the interest of simplicity, the following linear conductance is defined:

A
Glé(H“ €

P
a1z ~ Haiz! qdx, (F-9)

By simultaneously substituting equations (F-3), (F-5), (F-6), (F-7), and (F-9)

into (F-8); the following equation will result:

n
F ‘
. dlz Ae . (a/kT) v,
11—G1 AV12+ > - qAxlz Av12+2n0e J
F.P ,
d12 Ac (q/kT) v,
2 - Bvy, +qpye (F-10)

18x),

The only quantities of equation (F-10) which directly relate to charge

n
densities are F .. and F

P . . . .
d12 diz By substituting (¥-3) into (F-2) and (F-5) into

(F-4), they can be made functions of the lump voltage.

Ap
diz -~ Ax tvy, (F-11)
12
P My
Falz © A=.. %12 (F-12)
12
Also in the interest of convenience, the following quantity is defined:
A
K= q/kT (F-13)

Substitution of (F'-11) through (F-13) into (F-10) yields:
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Ap Ac A KVj
i = G (Av, )+ 2 - v..+2n_e
1 1 12 2A 12 12 qe€x,, 12 0 ]
Ap Kv .
T ZAx Avy, qbx . Bviptipge (F-14)
12 12 ]

Additional simplification is afforded by defining the following quantities:

2
g _.__-—-—_——A € + . F-15
1 ralhx. )2 (e Hp)v ( )
12
4__A

The utilization of (F'-15) and (F'-16) allows (F-13) to be written as:

Kv.

2
. _ i . -
i Cr1 Avlz + A1 (Avlz) + B1 Avlz e (F-17)

Equation (F-17) is the desired form. It indicdtes that the instantaneous part
of the lump consists of three parallel elements. These are a linear conductance

Gl , a nonlinear conductance Al

Kv.
source B, (&v,,) e . In addition to these three elements, the lump has a

: (Avlz), and a nonlinear dependent current

shunting capacitance which will be represented by Cl'
The following equations will be used to determine the instantaneous model

of a lump which is straddled by two other lumps. It will be assumed that one

of the stréddling lumps is adjacent to the depletion layer.

F2 FP
. oon p a23 a23
iy = Hypslnymng) = Hypg (Py-Pj) + =7 (ny4n,) + —=(p,+p,) (F-18)
2
n q Hn

= e -1
Fd23 € 2 3) (F-19)
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(n2 n,) = q Ax23 Av23 (F-20)
qzu
p ___P. N -
Ag '
(pz p3) " qAx Av23 (F-22)

The manipulations proceed in a mannér similar to the preceding analysis.

A substitution of (F-20) and (F-22) into (F-18) yields:

n Ac¢€ n Ae
i.=H, ,6&A@—F— Av -H — Av
2 d23 q Ax23 23 d23 q Ax23 23
Fae3
+ > [(ns - nz) + 2(n2 - nl) + ZnI]
P
F
d23 ,

The following conductance will now be defined:

n Ae

i) g P ) A vy
Gy = (Hypz- Hypz ) q Ax,, (F-24)
By substituting (F-3), (F-5), (F-6), (F-7), (F-20), (F-22), and (F-24) into
(F-23), the following results:
| Fan3 Acg 2A¢€
i, = Glavy g+ — " T he. A3 "gax. A1z
23 12
P
+2 eKVj + Fd23 . Ae A
%o 2 q Ax V23
23
Kv.
2A¢ J
- Av + 2p, e F-25
qAxlz 12 pO ] ( )



Observe that the current in the second lump from the junction depends upon

the junction voltage vj, the voltage across the first lump Av._,, and its own

12

- th
voltage sz In general, the current of the NE— lump away from a junction

3'
will depend upon all N lump voltages. A recursive formulation can be determined
for a general expression. This expression will not, however, be presented at

this time.

One has from equations (F-19) through (F-22):

Fa23 = Bm. 223 (F-26)
23
p My - |
Fa23 7 Ax,, &v,s (F-27)

By substituting (F-26) and (F-27) into (F-25) and then substituting definitions

(F-28) through (F-30), equation (F-31) will result.

2
A A ¢
2 A € -2
A, 3q Ax e+ Hp) (F-28)
23
A A :
B & & .
,& FF— (ngu g ) (F-29)
23
2
A A €
D, = - (e _+p) (F-30)
2 qQéx), £%,5 "B TP
. 2 va
i, = GZ Av23 ,+ A2 (Av23) + B2 Av23 e + D2 Avlz Av23 (F-31)

Equation (F-31) indicates that the instantaneous portion of the second lump

consists of three parallel elements. They are: a linear conductance Gl o 2
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nonlinear conductance A2° (Av23), and the nonlinear dependent current

Kv.

source B, Av.,.e 7+ DZAVIZAVZS' The shunting lump capacitance will

2723
be designated by Cz.
The third lump will be taken as the terminal part of the semiconductor.
The current for a terminal lump can be represented by:
i, = aSA [(p; - py) - (n, - n)]
i,=aSA [(p, - py) - (n; - n)]

= aSA [(p; - p)) + (p, - P) + (P - Pyl + (0 ’-' n,)
+ (nl - nz) + (n2 - n3)] (F-32)

The following equations will be substituted into (F_32), (F-3), (F-5), (F-6),

(F-T7), (F-20) and (F-22),

. A¢ Acg
i,= qSA I:-—-'—-"—— Av, - —— Avlz

q8x%,3 23 abx,

Kv. Kv.
+p0(e J-1)-!~n0(1--e J)

Acg . Aceg
+ ——— Av + ——— Av
Kv.

= gSA (py - ng) (¢ - 1) (F-33)
Define: A '—é qSA (p, - n_.) (F-34)
, FoBs 0~ "o

Kv.

Therefore: i~3 = .A3 {e I 1) (F-35)

Equation (F'-35) indicates that the instantaneousd portion of the terminal

lump is a dependent current source. The lump capacitance will be designated

by C3,
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The depletion layer is representable by a nonlinear conductor shunted

with a nonlinear capacitor, The relationships are given by:

, _ K(v;: + vp) ' '
» ij (vj) = IS e ] J -1 o (F-36)
Where: ,
. D Dn
IS = gA P, —P-T + n, —I_-‘—l: 3 (F-37)
1/2
= t -
Sj KS vj + vy (elas ance) (F-38)
Where:
1/2
k &1 ) (F-39)
S A €q NN NP
and NN’ NP are the density of ionized impurity atom in the N- and P- regions

respectively. The sign for the barrier voltage (+vb) is for a positive current
direction from ""P'" to "N' and the higher potential for vj is in the '""P" material.

In order to simulate nonlinear capacitors in the program, the capacitor
volfage must be expressed as a function of charge. A simple manipulation of
(F-38) provides this function.

KS 5 - 1/2

= T e K.q.+ (K_q. 4 . -4
v fs; (qj) > s 9 ( SqJ) + Avy q (F-40)
Equation (F'-40) applies for the region in which vj > - Vi
The circuit shown in Figure F1 will be used to illustrate an application

of the preceding development.
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Figure Fl. Equivalent Diode Circuit
The relationships for the dependent sources are given in the following. Note

that the subscript "'y assumes both ''n'' and '"'p" in the circuit.




. - j

1ly Bly Vly' e (F-41) -

) va

2y (B2ye + DZyvly) vZY (3-42)
va

i = -1 -

3y A3y (e -1) , ‘ | (F-43)

The diode voltage and the diode current can be determined from equations (F'-44)

VL=V +v, +Vv +vj+v

d 3p 2p lp 1n+",2.n+V

- (F-’-44)

N SR | (F-45
1 I em——— v - -
d R s d ' )
s :

, 'I‘he éaﬁations for the seven capacitor currents are tantamount to the state - ,

~ equations. The currents need to be functions of the seven capacitor voltages

and the independent source vy For convenience, the equations and the inde-

. pendent source v For convenience, the equations will be written in terms .

.

of relationships (F-41) through (F-45). Again 'y represents '"'n'' and ''p'.

1c’:o’,yy "l T 13y : S (F—46)
L 2

1czy =1i3- 12Y - GZY VZy - A'Zyvly (F-4T7)
. 2

lcly =i, - 11Y - Gly vly - A'ly vly . (F-48)
s s G . I K(VJ--I—Vb)

lsj—ld— jvj—ld_ S[e -1] (F-49)

Environmental effects, such as radiation and temperature, may be
represented through the Linvill parameters, as before, and Egqs. (F-13) and
(F-37). Nonlinear transistor analysis may be performed in a manner similar

to the diode analysis described above.
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